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Learning 2000 Finite-State Transducers

Pattern Recognition, Natural Language Processing
and Formal Transduction

e (Stochastic) Grammars and Automata are adequate models for
Classification tasks. But there are many Pattern Recognition problems
which are better framed within the most general Interpretation paradigm

e Interpretation tasks and be conceptually (and practically) tackled through
Formal Transduction.

e E.G.: many Continuous Speech Recognition and Understanding tasks
can be seen as (simple) transductions from certain acoustic, phonetic or
lexical input sequences into output sequences of higher-level linguistic
categories

e Many direct applications such as Language Translation and Semantic
Decoding

e Simple transducers are often powerful enough to deal with useful
mappings between complex languages
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Learning 2000 Transduction tasks and Models

Not all the Transduction Tasks are Equally Difficult: Examples

e 1... Spanish to English, word by word
¢A QUE HORA SALE EL VUELO MAS TEMPRANO DE BOSTON A DENVER EN TWA?
to what time departs the flight more early of Boston to Denver in TWA?

e 2... Division by 7
3 5 7 6 8

1 8 (:7
0510 9 7 4

I
~—’

0O 3 1
O 0 4
e 3... English to Decimal

NINEHUNDREDANDNINETEENTHOUSANDANDNINE
9 19 0 09

e 4... Roman to Decimal
I XIX XLl LXXIV  CDII CMLXXXIX

3 19 4 2 74 4 02 9 8 9

e 5... ATIS: English to "Pseudo English”
WHAT IS THE DEPARTURE TIME OF TWA EARLIEST FLIGHT FROM BOSTON TO DENVER?
List departure time of earliest morning TWA flights from Boston and to Denver

e 6... Spanish to English
¢A QUE HORA SALE EL VUELO MAS TEMPRANO DE BOSTON A DENVER EN TWA?
What is the departure time of TWA earliest flight from Boston to Denver?
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Learning 2000 Transduction tasks and Models

Not all the Transduction Tasks are Equally Difficult

1. Spanish to English, word by word 4. Roman to Decimal

2. Division by 7 5. ATIS: English to "Pseudo English”
3. English to Decimal 6. Spanish to English

More complex Transduction Tasks

Rational or Finite-State

Subsequential

Sequential 5
1

- J

THE MAIN CONCERN IS THE REQUIRED degree of “sequentiality” OR
position monotonicity BETWEEN INPUT-OUTPUT SUBSEQUENCES
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Learning 2000 Transduction tasks and Models

Finite State Transducers: Formal Definition

A Finite State or Rational Transducer 7 is a 6-tuple 7 = (Q, X, Y, qo, Qr, E):

Q: Finite set of States

X,Y: Input and output Alphabets
qo € Q: Initial State

Qr C Q: Set of Final States

FCc@QxX*xY*"x Q. “Edges”or Transitions

Transitions can equivalently definedas £E C @ x (X U )X) x Y* x Q.

EXAMPLE

c /00 t=9{(,A), (cb,213), (cch,2213),
(a,)), (ac, 003), (cac, 2003),
(c,2), (bc,111), (cbc,2111),
(b, 13), (bc, 13003), (cbc, 213003),
(ca, 2), (cca, 22), (bcc, 1113),
(cc, 22), (ccc, 222), cee e}
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Learning 2000 Transduction tasks and Models

Finite State Transducer Learning and Grammatical Inference

e A Finite State (regular) Grammar (FSG), G, can be seen as a
particular case of Finite State Transducer (FST), T which, for each
Input string x, produces an output string y, such that y =YES if x
belongs to the language of G and y =NO otherwise.

e Any algorithm that would learn any FST can also learn any FSG
and, therefore, learning Finite State Transducers (FST) is at least
as hard as learning Finite State (regular) Grammars (FSG).

e Transducer Learning can be properly framed within the paradigm
of Grammatical Inference

Transducer ldentification in the Limit;

Let f : X* — Y* be a transduction function. A transducer learning algorithm
A Is said to identify f in the limit if, for any positive presentation S of input-
output pairs of f, A converges to a transduction g : X* — Y™ such that Vx €
Dom(f),g(x) = f(x), when the number of pairs in S tends to infinity.
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Learning 2000 Transduction tasks and Models

Sequential Transducers

A Sequential Transducer (ST) 7 is a 5-tuple 7 = (Q, X, Y, qo, F):

Q: Finite set of States
X,Y: Input and output Alphabets
qo € Q: Initial State

FcCc@QxXxY*x@Q: “Edges”or Transitions

e All the states are accepting

e Edges are deterministic:
(q,a,u,7),(q,a,v,8) € E=(u=vAr=s)

PROPERTIES:

1. STs = Generalized Sequential Machines O (Mealy and Moore machines)
2. STs preserve prefixes: t(A) = A; t(uv) € t(u)Y™

“Property” 2 entails strict sequentiality,
which can hardly be adequate in many cases of interest
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Subsequential Transduction
[Berstel,79]

A Subsequential Transducer (SST) 7 is a 6-tuple 7 = (Q, X, Y, qo, F, o), where:

e 7' =(Q,X,Y,qo, F) is a Sequential Transducer
e 0:() — Y™ Is a state output (partial) function

e For each input string z, the output string vy is obtained
by concatenating o(q) to 7'(x), where ¢ is the last
state reached through the analysis of x by 7’; i.e.:

y=1(x)="1"(x)o(q)

PROPERTIES:
1. Finite State D Subsequential Transduction D Sequential.

2. Input-output monotonicity (sequentiality) needs not be as strict as in STs.
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Transduction tasks and Models

Subsequential Transducers (intuitive concept)

Learning 2000

e Deterministic Finite State networks.

e Accept sentences from an input language and produces
sentences of an output language.

e SST operation relies on “delaying” the production of output
words until enough of the input sentence has been seen to

guarantee a correct output.

An example of SST:
y / triangle and

grande/ large triangle

grande/ large square

triangulo / A
cuadrado / A

un/a

\Mare and
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Learning 2000 Subsequential Transducers: OSTIA

Learning SSTs: the OSTI Algorithm
[Oncina, 91-93]

SSTs can be learned from training examples using the
Onward Subsequential Transducer Inference Algorithm (OSTIA)

1. Build an “onward” tree representation of the training data (a tree in
which output strings are as close as possible to the root — called
“*OTSST".)

Example:
(un triangulo y un cuadradga triangle and a square),
(un triangulo grandea large triangle),
(un cuadradg a square)

grande/ large triangle @
triangulo/ A .

un/a y/triangleandasquare  —  un/A —  cuadrado/A @
cuadrado / square @ ~— ~—

2. Orderly traverse the tree, joining states to attempt getting adequate
generalizations.
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Learning 2000 Subsequential Transducers: OSTIA

OSTIA State-Merging Learning Procedure

e The traversal of the tree goes in a level by level manner, typically by using a
lexicographical order of state names.

e Two kinds of State Merging:

— Merging based on Local conditions: involve only the two states under
consideration. Most basic basic idea [Oncina, 91-93]:

If both candidate states have the same output, or at least one has no
output, merging is allowed.

— Derived merges: once two states are merged, others may also need to
be recursively merged in order to preserve determinism.

“Pushing-back” certain output substrings may be needed in this process.

e If a cascade of derived merges fails preserving determinism, the original
and all the derived merges are discarded
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Learning 2000 Subsequential Transducers: OSTIA
The Onward Subsequential Transducer Inference Algorithm (OSTIA)

Algorithm OSTIA
INPUT: finite set of input-output pairs, T' C (X™* x Y™)
OUTPUT: OST 7 consistent with T’
7:=0OTST(T); q:=first(r);
while q < last(7) do q:=next(7,q); q:=first(r);
while g’ < q do
if 0(q") = o(q) or o(q) =@ or o(q) =0 then 7":=;
merge(T,q,9);
while —subsequential(7T) do
let (r,a,v,s), (r,a,v’,s’) be two edges of 7 that
violate the subsequential condition, with s’ < s;
if s < gand v’ ¢ Pr(v) then exitwhile endif
u:=lep(V',V);
push_back(T,u_lv’, (r,a,v',s’));
push_back(T,u_lv, (r,a,v,s));
if 0(s’) =o(s) or o(s’) =0 or o(s) =0
then merge(7,s’,S)
else exitwhile endif
endwhile /[—subsequential(T)//
if —subsequential(T) then 7:=7
endif //lo(q") = o(q)//
q:=next(7,q);
endwhile //q < g/l
endwhile //q < last(T)Il
end //OSTIA/I

' else exitwhile endif
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Learning 2000 Subsequential Transducers: OSTIA

Properties of OSTIA learning
[Oncina, Garcia & Vidal, 93]

e Correctness: the resulting transducer is subsequential and is a (state-merging)
generalization of the set of training pairs 7T'.

e Convergence: Using OSTIA the class of total Subsequential Transductions can
be identified in the limit.

e Efficiency: OSTIA average running time is observed to be O(n(m + k)), where

—n= Z(x’y)eT ||, (overall length of input strings)
— m = max(, ,)er || (longest output string)

— k = | X| (size of input alphabet).
—> huge sets of training examples can be easily handled.
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Learning 2000 Subsequential Transducers: OSTIA

Applications of SSTs and OSTIA learning

e Learning several toy but not trivial transduction tasks [Oncina, 91-93].

— Simple Arithmetic (e.g., decimal division by a fixed number).

— Conversion of (large) English Numbers into Decimal notation.

— Translation of (large) English Numbers into Spanish (and vice versa).
— Conversion of Roman Numbers into Decimal.

— efc.

e Semantic Decoding:
— MLA [Castellanos et al.,98]
— (Subset of) ATIS [Vidal,94]
e Language Translation:

— MLA [Castellanos et al.,94]
— Traveler Task [Amengual et al., 95-99]
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Learning 2000 Subsequential Transducers: OSTIA

Language Understanding through Semantic Decoding

Given a speech or text input sentence, produce an output which
can be used to drive the actions specified in this sentence.
TYPICAL EXAMPLES:
e ATIS (Air Travel Information Systems [Price, 90]):

— Input : Spontaneous English Sentences

— output : Formal Query commands to the ATIS Data Base
e BDGEO (Spanish Geographic Quest [Diaz, 93]):

— Input : Natural Language Spanish Sentences

— output : Formal Query commands to BDGEO
e MLA (“Miniatue Language Acquisition [Feldman et al., 90]):

— Input : Quasi-natural English Sentences
— output : First-Order Predicate Logic Formulae
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Learning 2000 Subsequential Transducers: OSTIA

A Simple Experimental Language Understanding Task: MLA
[Feldman et al., 90]

¢ Involves description and manipulation of simple visual scenes.

e Originally introduced as a challenging Language Learning task
with a fairly simple syntax and small lexicon (about 30 words).

e Extended, as required, to study the impact of increasing
complexity, vocabulary size, etc.

Examples:
a medium light square and a circle are far above a light circle and a medium square
a large dark triangle is added far to the left of the square and the medium circle

the large circle which is above the square and the medium triangle is removed
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Learning 2000 Subsequential Transducers: OSTIA

MLA: Language Understanding through Semantic Decoding
[Castellanos et al.,94-98]

e Visual scenes of MLA “understood” in terms of (first-order) logic formulae.
e Objects = Variables: =, vy, z,w (allow up to four objects in a scene).
e 8 unary predicates on variables for shape, shade and size

e 9 (O-ary or binary) predicates for object relative positions (above, below,
far below, to the right, touch, etc).

e Three increasingly non-monotone representations for object relations: L1,
L2, L3. Translation into L1 is purely sequential; subsequential for L2 and L3

Examples:

a small triangle touches a medium light circle  and a large square

LL: (SmMX)&T(X)) To ( M(z) &Li(z) & C(z2) & La(w) & S(w) )
L2: Sm(X) & T(x) & To(x,z) & M(z) & Li(z) & C(z) & To(x,w) & La(w) & S(w)
L3: Sm(X) & T(X) & M(z) & Li(z) & C(z) & La(w) & S(w) & To(x,z) & To(x,w)
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Learning 2000 Subsequential Transducers: OSTIA

Air Travel Information System (ATIS): Semantic Decoding

Translate English sentences Iinto a semantic
representation in terms of “Pseudo English” (PE)
formal queries.

EXAMPLES:

show all flights and fares froracity> to <xcity>
LIST FLIGHTS FROM<CITY > AND TO <*CITY > ALONG WITH FARES

I'd like information on<airline> flight from <city> to <xcity>
LIST FLIGHTS FROM<CITY > AND TO <*CITY > AND <AIRLINE >

I'd like to find chipest fare one-way fare froracity> to <xcity>
LIST CHEAPEST ONE-WAY FARES CHARGED FOR FLIGHTS FROMCITY > AND TO <*CITY >

please tell me about ground transportation frawity> airport to downtown<xcity>
LIST GROUND SERVICES PROVIDED FOR:AIRPORT> AND PROVIDED FOR<*CITY >

what airline is< airline> abbreviation for
LIST AIRLINES WHOSE AIRLINE CODE IS<AIRLINE >

English sentences in lowercase, Pseudo-English commands in capitals.
Tokens within angular brackets are “generic non-terminals” or bilingual categories.
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Learning 2000 Subsequential Transducers: OSTIA

SEMANTIC DECODING: OSTIA LEARNING RESULTS

Evolution of test-set semantic error and size of the OSTIA
learned transducers for increasing amounts of training data.

MLA-L3 (10k test sentences) ATIS (146 test sentences)
(similar results for L2; (small subset of short,
slightly better for L1) class A sentences)
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Subsequential Transducers: OSTIA

OSTIA-learned SST for the MLA Language Understanding Task
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Machine Translation (MT) and Subsequential Tansduction

e Translation between languages can be modeled by a Finite
State (FS) mappings

e An important advantage of FS Translation Models is their
great adequacy to be used for speech-input MT

e Theoretically speaking, most language pairs involve only
subsequential mappings (output text can be produced
without having to wait until the end of the input discourse!)

e In practice, many language pairs do involve only short-term
Input/output asyncronies

e Subsequential Transducers can be quite appropriate for
Limited Domain applications
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Subsequential Transducers: OSTIA

A Simple Experimental Machine Translation Task: MTA

[Feldman et al., 90] [Castellanos et al., 94]

e Based on MLA (description and manipulation of simple visual scenes),
winch was originally introduced as a challenging Language Learning
task with a fairly simple syntax and small lexicon (about 30 words).

e Reformulated for Machine Translation and extended, as required, to
study the impact of increasing degree of input-output non-monotonicity,
vocabulary size, etc.

Examples:
Spanish: un cuadrado mediano y claro y umaulo tocan
a un arculo claro y un cuadrado mediano
English: a medium light square and a circle touch
a light circle and a medium square
Spanish: se elimina el orculo grande que esta encima
del cuadrado y del @ngulo mediano
English:  the large circle which is above

the square and the medium triangle is removed

E. Vidal — UPV: Oct. 2000
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MTA Translation Results using OSTIA
[Castellanos, Galiano and Vidal, ICGI-94], [Oncina et al., ICSNLP-94]

Spanish-English Translation Word Error Rates (TWER) for the
Extended MTA Task, as a function of the Training Set size supplied
to OSTIA.

Test Set: 10,000 independent text input sentences.

Train. Size | TWER States Edges

1,000 || 58.8% 412 1652
2,000 | 57.0% 846 3197
4,000 || 51.8% 1598 5970
8,000 3.4% 186 891
16,000 0.0% 17 206

e Convergence starts from 4,000-8,000 training pairs (decreasing
size of the learned transducers).

e Good results achieved with very compact transducers learned
from reasonably small training sets.

> Bad news: These SSTs perform very poorly with imperfect text or speech input.
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Learning 2000 Subsequential Transducers: OSTIA

“*Good” basic SSTs can accept incorrect input
producing even more incorrect output!

OSTIA learning generalizes the training pairs as much as possible, while
preserving the input-output mapping represented by these pairs.

This may lead to compact and accurate transducers but they generally
Involve excessive over-generalization of the input and output sentences.

Examples of Spanish sentences accepted (and translated) by a “good”
transducer learned by OSTIA (0.0% translation WER for clean text input).

debajo izquierda esta por—  square is removed
elimnauny — thea
ayyclaroque — light square triangle which is
muy esta oscuro —  dark square which is square

U

This is not a problem for translating clean text but it leads to
very large translation errors for corrupted text or for speech input!
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Basic OSTIA-learned SST for Spanish-English MTA
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—estaT/are—1_Gel /Crclead the
/// — tocan/foucha
/ un/squareanda ————————————
alis added to the
#]
estali
foca/ touchesa i
mwe /
a/squareis SCUro / dark square
tocan I/I square touch a
eslan / square are
un/circleanda
#[ square
toca/ square touches a
a/ squarels
% \%ﬁq S /
i 7mearanT B
" — rande Targe 3 v/ squareis added far
: tocan/crcletoucha— %/ 11 ved -
de/ far below a uro / dark cirt
tothe i
circleiSTamov clels aro / light Gird izquierda/ left of the
hesa v/
#] circle i
0 y/squareanda d lare is added far bel \
al i
debajo/
del ] sauareis added above the ; 4
e %)?vea @eis added far abots
aade/a de/ far abovea
#1circle — theteftofa——m—— de7 far 10 the gnt of & 1 a2 =) /isadd
o == redanomedionm ctaro/ T is
If/plrde oo S — 9 artotheri oscuro / dark circle
arge Tclewhich s
afR/q r e [ a—— Cuaraio o7
6 iTculo T e/ Square which del are is added far to tl t e
0 ) is
eis addeglfar
#1 square mnm f
; gieisTemov /
uro / darkgjr i .muy / far
#eEodlris sliedig éndima/ abovethe
circleand the
Tangle tou fiangle is added abx 8
i jof triangleis
/ triangle touch i i
&ha pequeNo/ S vl jo/ below the
[ triandle rande T Tary Circleis atded abave the
i [Zquierda/ left of the!
&tan ] irian cireulo ﬁﬁm 47 square s is | y IYiangle an 7
triangleis > {1 CITCIE TS added beld - Squareis i i o
/ and thy
cal (e tonches izquierda/ i & ey Lo 13 dlaro ] light trian y
triangulo / ftt - ro / darktri (R
y/ and the tangle and the oscuro / dark circle
del / square an ro/ dark square
cuadrado / claro / light square,
[triangle and the
ight square - - dd/
(14 d encima/ above the
# X claro/ light square Square-
/light trigagl oscuro / dark circle debajo / below the
10 — / oscuro / dark triangle

y
claro /Tight triangle

E. Vidal — UPV: Oct. 2000

ral0000_12.50.tra

Section 3: 26



Learning 2000 I/O Syntactic constrains: OSTIA-DR

Index

1. Introduction
2. Learning Finite-State Automata

3. Learning Finite-State Transducers

e Transduction tasks and Models
e Subsequential Transducer Learning: OSTIA
e Using Input/Output syntactic restrictions: OSTIA-DR

4. Applications

E. Vidal — UPV: Oct. 2000 Section 3: 27



Learning 2000 I/O Syntactic constrains: OSTIA-DR

Helping OSTIA with Domain and/or Range Constraints: OSTIA-DR

Two kind of conditions for OSTIA state merging:

e Local conditions: involve only the two states under consideration.

e Derived merges: once two states are merged, others may also
need to be merged (while possibly “pushing-back” some output
substrings) in order to preserve determinism.

LOCAL CONDITIONS:

e Basic OSTIA: Allows merging two candidate states if both have the same
output or at least one has no output [Oncina, 91-93].

e Additional conditions: use Finite-State Language Models (LM) of the
Input (or Domain) and/or the Output (or Range) to enforce Input and/or
Output Syntactic Constraints — two states cannot be merged if they
correspond to different states of the Input or Output LMs [Oncina, 93].

The resulting algorithm is known as OSTIA-DR
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OSTIA-DR
[Oncina,93]

e The use of Domain (and Range) information can be accomplished by
labelling each state of the initial Onward Tree Subsequential Transducer
(OTSST) with the name of the state of the Domain (or Range) FS Model
that would be reached with the corresponding strings.

e The local compatibility rules then include the condition of disallowing the
merging of two states if their labels are distinct.

e The resulting SSTs only accept input sentences and only produce output
sentences compatible with the syntactic constraints represented by the
FSMs used > This becomes essential for imperfect text or speech input.

e Using OSTIA-DR, the class of partial Subsequential Functions can be
iIndentified in the limit.
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Using Input Language Constraints: OSTIA-D

Algorithm OSTIA-D: //Using Input Language Constraints
INPUT: finite set of input-output pairs, T' C (X* x Y'*)
OUTPUT: OST 7 consistent with T’
7:=0OTST(T); q:=first(7);
while q < last(T) do q:=next(7,q); q:=first(r);

while g’ < gdo

if 5p(po, input-prefiz(q')) = dp(Po, input_prefiz(q))
/

and (o(q) =o(q) or o(q) =0 or o(q) = 0) then 7':=7;
merge(T,q',9);
while —subsequential(7) do
let (r,a,v,s), (r,a,v’,s’) be two edges of 7 that
violate the subsequential condition, with s’ < s;
if s < gand v’ ¢ Pr(v) then exitwhile endif
u:=lep(V',v);
push_back(T,u_lv’, (r,a,v',s"));
push_back(T,u_lv, (r,a,v,s));
if 0(s’) =o(s) or o(s’) =0or o(s) =0
then merge(7,s’,S)
else exitwhile endif
endwhile //—subsequential(T)/l
if ~subsequential(T) then 7:=7" else exitwhile endif
endif /lo(qQ") = o(q)/l
q:=next(T,q);
endwhile //q’ < g/l
endwhile //q < last(T)ll
end //OSTIA/I
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Using Output Language Constraints: OSTIA-R

Algorithm OSTIA-R //Using Output Language Constraints
INPUT: finite set of input-output pairs, T' C (X* x Y'*)
OUTPUT: OST 7 consistent with T’
7:=0OTST(T); q:=first(r);
while g < last(7) do q:=next(7,q); q:=first(r);

while g’ < g do

if 6 r(Po, output_prefiz(q’)) = 6r(Po, output_prefiz(q))
/

and (c(q) =o(q) or o(q) =0 or o(q) = 0) then 7':=1;
merge(T,q',9);
while —subsequential(7) do
let (r,a,v,s), (r,a,v’,s’) be two edges of 7 that
violate the subsequential condition, with s’ < s;
if s < gand v’ ¢ Pr(v) then exitwhile endif
u:=lep(V',v);
push_back(T,u_lv’, (r,a,v',s’));
push_back(T,u_lv, (r,a,v,s));
if 0(s’) =o(s) or o(s’) =0 or o(s) =0
then merge(7,s’,S)
else exitwhile endif
endwhile //—subsequential(T)/l
if —subsequential(7)then 7:=7
endif /lo(q") = o(q)/l
q:=next(T,q);
endwhile //q" < g/l
endwhile //q < last(T)Il
end //OSTIA/I

" else exitwhile endif
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Spanish-English MTA: OSTIA and OSTIA-DR Learning Results

Translation Word Error Rates for the Extended MTA Feldman’s
Task, as a function of the Training Set size supplied to OSTIA
and OSTIA-DR (with 4-TSS domain Language Model)

Test Set: 10,000 independent input sentences.

Training OSTIA OSTIA-DR
Set Size WER States Edges | WER States Edges
1,000 || 58.8% 412 1652 | 55.1% 813 2023
2,000 || 57.0% 846 3197 | 47.1% 1406 3353
4,000 || 51.8% 1598 5970 | 30.1% 1686 4051
8,000 3.4% 186 891 1.4% 244 719
16,000 0.0% 17 206 0.0% 100 363

Using Input/Output syntactic constraints, translation
errors can be reduced by a factor of two.
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Learning 2000 I/O Syntactic constrains: OSTIA-DR

MTA OSTIA and OSTIA-DR Learning: Impact of Noisy
Text Input and Input—Output Language Syntactic Constraints

Spanish-English Translation Word Error Rates of distorted test sentences
for the Extended MTA Task, as a function of the Training Set size supplied
to OSTIA and OSTIA-DR (with 4-TSS Input and Output Language Models).
Noisy input Translations obtained using Error-Correcting Parsing.

Test Set: 10,000 clean and 5%-distorted independent input sentences.

Train.Set OSTIA OSTIA-DR
Size Clean 5%Dist | Clean 5%Dist

8,000 | 3.4% 15.0% | 1.4% 2.71%
16,000 || 0.0% 11.7% | 0.0% 1.7%

Using Input/Output syntactic constraints increases robustness dramatically
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Learning 2000 I/O Syntactic constrains: OSTIA-DR

MTA OSTIA-DR Learning: Examples of distorted
Input sentences and the obtained translations

|I=Original Input; D=5% Distorted Input; T=System Translation.

Correctly Translated:

| : se elimina el circulo grande y claro que esta muy por encima del triangulo oscuro y del cuadrado e mediano
D: se elimina y circulo grande y claro e esta muy por encima e triangulo oscuro y del cuadrado un mediano
T: the large light circle which is far above the dark triangle and the medium square is removed

| : un e circulo mediano y claro esta debajo de un cuadrado pequefio y claro y un triangulo pequefo y oscuro
D: un tocan circulo mediano y claro e debajo de un cuadrado pequefio claro y se triangulo pequefno y oscuro
T: a medium light circle is below a small light square and a small dark triangle

Translation Errors:

| : se e elimina el circulo que esta muy a la izquierda del circulo oscuro y del triangulo mediano y oscuro
D: se de de el e que esta muy a la izquierda del circulo oscuro y del triangulo mediano y oscuro
T: the square which is far to the left of the dark circle and the medium dark triangle is removed

| : se afiade un triangulo mediano vy claro muy a la derecha del cuadrado mediano y oscuro y del circulo pequefio y oscuro

D: se afade un triangulo la y claro muy a la derecha del cuadrado mediano y oscuro oscuro claro circulo pequefio y oscuro
T:asmall light triangle is added far to the right of the medium dark square and the small dark circle
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Learning 2000 I/O Syntactic constrains: OSTIA-DR

A Finite-State Domain (Spanish) Language Model for MTA

3-TSS Automaton (entailing 3-Gram constraints), learned from 16k Spanish MTA sentences
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Learning 2000 I/O Syntactic constrains: OSTIA-DR

A Finite-State Range (English) Language Model for MTA

3-TSS Automaton (entailing 3-Gram constraints), learned from 16k English MTA sentences

medium

large
small
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Learning 2000

learned from 16k 1/O MTA pairs,

I/O Syntactic constrains: OSTIA-DR

OSTIA-D—learned SST for Spanish-English MTA

using only Domain 3-Gram constraints

del /
que/ triangle which is #/ circle & Uareis
grande/ large uare which is a/ circleis added to the v/ square and [gUarE S
fiano / mediui atis o the ueNo/small _ gy v
ueNo / small - MUy 7 CIrdleT iano / mediu
18} . : 7 circlewhichis .muy / is added far " . S8
clarg/ Jight triangle wi Cuadrado/ (54 #] triangle is removed y/and th
osgul 1 estan/ circleare debajo / below the 62)_oscuro / dark sqj
i e/ encima/ above the d Uare o7 Tight square
triangulofl e T mediu 4 8 m— % esta/ o - e aro / light squ:
esta/ circleis por / o ow claro/light triangle
pequeNo 7 sm — - /41hea”0me 9, cima/ abovi del / _(47YTriangulo/ e/ Targe y! 63)__oscuro / dark ci 7
oca/ drle toches fiangle which is ) la/ derecha/ rig| @0 ¢ = ] o is repriovi
] ¥ . -
focan / circle touch a| ierda/ left of - 61 ight triany
e/ whichis . #l circulo/ osguro / dark trianal
ircle s added aboyethe encima/ - .ar Cirg sand
[ §0/ circleis \ debsio / below a v/ an [triangle - claro/ light cir
tocan /toucha G 0 T triangle is removed
eda/is_m rande/ Targe .60 #/ dircleisr
ufo / dark circle whichif's — 5 #/ circle
i circe estan/ are ug7 circle is add
irculo /| e/ Targe toca/ touches a edla/airclels ———y/ardeanda——__
‘osclifo / dark square whigfi isle A 5 #/ triangle 14
el edrad ight square whi que/ Square y/anda
: @n/ circleae
un/circleand a 31
iediano / medium 28 uro / dark i / tothe
pequeNo / smal claro/light
randel Targe an /is added to th #1 triangle
16 esfa/ triangleis Gima, ved >
aro/fignrcircle R/ circleis added the 50/ below
ieciano / medium esta/ circleis estan/ are 36 altothe #1 square
. - oscuro / dark square 30 ltocan7 circle touch a| muy altothel22 [triangle and th
un anda a/ square i — muy / far pangleand the
circleis added he:
3 b ﬁsaddedfar 21 la/ trianaulo [0/ s o/ Tight T
pequeNo / small 1 jocan /' triangle ot 9 iano / m
claro T \
uro / dark squar estan / circl T triangtet - —toeattatehesa— rande T Targes > del /
4 crdle o ri/ v/
tocan / GirCIeTOUCa] et  sqper \ T fiangle and the claro / light tri #1
y/ - eal riangleis ro/ dark square ro / dark tri
esta/ squareis Eo L i
breulo ) 12 dgl / circle and the
A [ square touches a m ueNo / sm; "
- - tano / med v/ 50)_claro/ light cir 77
7 encima/ square is ad e o/ large ro
; ; estan / square 33 39 i
inia arg / light triang] 26 Jero/light sq daro/ light squ: y/and the
O\ss7_diminali I tauchest vl irculo/ 52 ark squ
1 NS T le is added the eNo/ ond
estan / triang! [square’is fican / triangle touch g del / del / the pequ eo m:
i echa/ right of i 11
ade/a = 25 caro/Tigl @ th 29) uieda/g ano / medi 707 dark cir #/ circle
‘engima / eircle i5adde ro/ dart " circle and the
32— et encima 35
adrado rande/ large -
5 tocan / square toyc i ) leis add Id geand #/ circle
I ——y triangle is added tgAtie Y
un/ ima / square is added above the are
i i - - Lcircleis added to thy
ediano / medium muy / GreTs ircleis T square and J circle J
ieNo 7 small ] #/ triangle
) n/ triangleand a uare is added f
thiangulo / - N U
ima/ triangle is added
3 7 " -
iSadded . -
gleis added to un/ #/ square
de/a

y IAriangle and
de/

#/ triangle
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Learning 2000 I/O Syntactic constrains: OSTIA-DR

OSTIA-R-learned SST for Spanish-English MTA

learned from 16k I/O MTA pairs, using only Range 3-Gram constraints

izquierda / left of
(‘ del 7 th derechal I'Ithtolf is added to the
the a/squareis to the
eliminar/ the encima/ above a
N friangteanda a
tocartr
o R
| [trianglei e -
e N— Fom————— 5 LT ACI(S A1 ircle i |c_h|s. - elm \
e tocar i rc’@@g a i
B un/circleand a = ] edartn 10 Curo T dar T an/trangle B rdiewig i
- M o/ Sd | dark square which is #/ tiangle Tiangle asan /i friangleis
P TS
ercimal/ trrange s ad h LOIF: § WCIS— I =
T 2 2 s g echa/nq Of h&
encima/ abovethe ;;
ediano / mediul ue . CIrcle A
square < i
12 riangle and thy remo
del / cuadrado / 30 gcuro / darl
- " median ! #/lsquare is remo
triangulo el / circte’ an d
circulo/ que/ triangle whicl . a%\\
OSCUTO /1 rehT
craro ICN 1S
/_>< . triangle )
29 0 : caollt 33 #1/ is remov
32 akm i removt lé
triangulo / 11 i 31 i aro / light riapglerpoje is remor @
ediono T medii /cm:le/and the yTadthe = oo ; iSTemoved
del / rande’ fargs 9 — “ﬂjgg?wm o / claro/light c(|:|rrd ::ircleisremov
uare and © ; g9
T claro/light 27 P " quedalidtof the
o/ dark squ 5 [triangie AT Ss———]
Tianguio rande/ Jarge, $taro | light square===r: T Py a/ gjrcleis added to the
ima/ circleis culo 21 e % = an [ Gircl —
encima/ square is added abgve the ; encima/ circleis added the T 58 Tiangie wh
d square is added bel S Te s added ba jo/ circleis added belg rande/ large \ﬂi‘]’ii al circleis add
% ediano / medi / #/circle _edfan/circleare _ - alris
/ friangle the _26 — » #Ttrangle muy Acircle is added far
cuadrbfio / — #Tdrde daro/ light J ;
i triangleis added ethy 19 uro / aark tri a/ isadded to
! UeNo 7 Smalt 3six 1 25 que/ whichis
ouch 4 \\._mediano / medium and the rande / Targe —claro 7 Tight circle _ . #1
3 S dlaro/ light triangle < i mediT ] claro/ light circle
] chra encima/ circle jsaddedt /circle peeure Gk ot the (24 =5 ) cirde / /is added f g tothe
circle an debajo7Ti i e e 7 uy /1S a r/al toth
. Vo7 e w%@ T Wi
qre circle mediano 7 medium oscuro / dark circle— €@ L 13
S i clt AN SN —esta crcte gy evle s al0g ke s ade o /
Tocal crcle touches & it e s ofhe f
AL y/and
| toca/ touchesa
‘% osuro A dﬂg ﬁuare
UENO 7 ST 7 que/ square which is
mediano / medi 6 ; al s aided to
U U
(o C |quaeu /
tocan / square fouch a
Jroncel e tocon /Toc encima/ abovea — 4
debajo /below a
estan / square are

/ square is added far

encima ve
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Learning 2000

I/O Syntactic constrains: OSTIA-DR

OSTIA-DR—-learned SST for Spanish-English MTA

learned from 16k I/O MTA pairs, using both Domain and Range 3-Gram constraints

del / circle and the

#] triangleis removed

|anoémedium #] triangle is removed
57 e/ Targe claro/Jight triangl
triangulo / £
#1 gquare is rem
ight i
68 aro / dark ci
_ que/ circlewhichis P
clago7Tight circlewhichis an eO/Ia'ge vt i;cs?ﬁ:l;?m : 5
N X i u i
ro/dgrjlémrrjgllelv&hlhls encima/ above the ‘cuadrado / 0/ mediu 350, N 66 o/ Tignt .
i ue/ debajo / below the del / triangle and the oscuro/ darl adthe
circulo /, rande//large T Taglewhich S .q P ey P dd /(50 i and the L
‘oscuro/ alrjer\t‘r{iJ sTe Laewhicnls 29 esta/ s/ fa a3 & (5Bl - circulo/ ueNo / small y | square’and the &
clarp7Tight triangle whil debajo / triangle is added below the [torthe 42 la/ @/ right of the ande #1 circleis remov,
1o (16 Tedano 7 medium encima/ trianglets ove e 9 fano / mediuy oscuro / aark circl
tyfangulg!
9 rande/ large 4 e s /qr%%%/*eed
Bfiacradodlar PO S g ; oSt #] triangle del]
y =
lark square whichilis ; fiangle is addk
5 26 daro /i iangle s added bx the
esta/ triangle is
0 - u.n/a rTev;i\‘eolllzr‘ge tocan / triangle touch a estan / triangle are
mina/ theég : / triangle touch
un/ triangle an triang]
,aﬂgc%an,u de/ y/triangleand a X
Ped ima/ triandleis e #/ triangle
i D a/thanglels \
H A ie7 square whic 1 #/ square S
T i ande/ |
ade/ a dal grande/ large
uare 1s added ab - > UENO 9 y #1/ square
al suareis encima/ above aho / medi L lioh
15 uare are Circleis added bel a0 / below cuadrado(f40 Ao I
esfa/ circleis OSCUro / Aark S 23
7 1o,/ g 56 | #1
= & T Gree isatiitete is added tfthe dirdeandihe < Iight s
% foca/ Square tou / squareis @/ circle tou : I le7Tarag 26 ! i
rfangulo// uro tocan / squareTo 37 E 25\, _lal 37\ izquierdal left of fano / medi 52) dlao/Jight i a7
iclaro /11 - /circleand a iy 44 echa/rig] - #/circle y/and the
fiangre a| square is added to al toth debajo/ dd / the Sreulo circle ro/_darkcﬂrclee
que/ triangle whi 7 &) ma, iangulo i 3 75
A #/ triangle
fande / Jarge
1< alcrdeis 10 i h/ —
estan / circle ar Sirdleis add Tcle|s added to th #/ circle rot lm| 55 Tght trian
gt e e
toca/ Girgle touchy O71S ow the
ueNo,/ sm tocan / triangle Tou
: i Tiangleand a 13 et s added ot #1
dehajq / squareis ad ow the o a
ar
y 7 an
iadrado /5 uare ro/ dark — 17
’ Bl
un/ toca/ square a
/ square and a
irculo / I
ediano 7 medium| encima/ circleis added above the
rande. e jo/ circlels added bel /
a/circleis /
6 Ight cirdte esfan / circle are
3 tocan / circle toucha
toca/ circle touches a — —]
/Circieand a -
0
un/
de7’
a

de/a
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